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CORRESPONDENCE

• Pixel level: Optical Flow

• Training data limitation: Synthetic datasets may not match real images

• Object level: Tracking

• Training data limitation: human annotation of objects



CYCLE CONSISTENCY

• Concept: define a powerful feature descriptor network 𝜙 and a weak tracking 
operator 𝒯 that together track a patch through an image

• Loss: how “cycle consistent” is 𝜙 when combined with 𝒯



NOTATION:

• 𝐼!"#:! A sequence of k+1 images from a video

• 𝑝! A patch from image t

• 𝜙 An encoder that produces a grid of feature vectors

• 𝑥!"#:!% 𝜙 𝐼!"#:! k+1 x c x 30 x 30

• 𝑥!
& 𝜙 𝑝! c x 10 x 10

• 𝒯 𝑥'%× 𝑥!
& → 𝑥'

&

• 𝒯 finds the patch in 𝑥'% that is most similar to 𝑥!
&



TRAINING PROCESS



𝒯

• 𝐴: 900 𝑥 100

• 𝐴 𝑖, 𝑗 = (!
"($)⋅!'(()

∑$ (!
"($)⋅!'(()



ITERATE OPERATOR 𝒯



FULL LOSS

•ℒ = ∑! ℒ"!#! + 𝜆ℒ"$!%! + 𝜆ℒ&'()!

ℒ*+,-. ℒ'#/&.



INFERENCE PROCESS

• Drop 𝒯 entirely! Just use features from 𝜙

• Propagate labels:

• Now A is over whole image instead of patch

• 𝐴 𝑗, 𝑖 = !!"#$
% (')⋅!"

%(*)

∑' !
!"#$
% (')⋅!"

%(*)

• 𝑦# = ∑$𝐴%&',%(𝑗, 𝑖) 𝑦$

• Finally, label map upsampled



VISUAL RESULTS



VISUAL RESULTS



NUMERICAL RESULTS

• DAVIS mask propagation                                                   JHMDB pose propagation



DISCUSSION QUESTIONS:

• Why do we use  a neural network to interpret A(j, i) during training, but use it 
directly during test time?

• Why do we learn rotation during training but not use it during test time?

• Do the authors make a convincing argument that their process is better than 
pretraining on ImageNet?


